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Development of a student grading rubric and testing for interrater agreement in
a doctor of chiropractic competency program
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Objective: Clinical competency is integral to the doctor of chiropractic program and is dictated by the Council of
Chiropractic Education accreditation standards. These meta-competencies, achieved through open-ended tasks, can be
challenging for interrater agreement among multiple graders. We developed and tested interrater agreement of a newly
created analytic rubric for a clinical case-based education program.
Methods: Clinical educators and research staff collaborated on rubric development and testing over four phases. Phase
1 tailored existing institutional rubrics to the new clinical case-based program using a 4-level scale of proficiency. Phase
2 tested the performance of the pilot rubric using 16 senior intern assessments graded by four instructors using pre-
established grading keys. Phases 3 and 4 refined and retested rubric versions 1 and 2 on 16 and 14 assessments,
respectively.
Results: Exact, adjacent, and pass/fail agreements between six pairs of graders were reported. The pilot rubric achieved
46% average exact, 80% average adjacent, and 63% pass/fail agreements. Rubric version 1 yielded 49% average exact,
86% average adjacent, and 70% pass/fail agreements. Rubric version 2 yielded 60% average exact, 93% average
adjacent, and 81% pass/fail agreements.
Conclusion: Our results are similar to those of other rubric interrater reliability studies. Interrater reliability improved
with later versions of the rubric likely attributable to rater learning and rubric improvement. Future studies should
focus on concurrent validity and comparison of student performance with grade point average and national board
scores.
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INTRODUCTION

The Council on Chiropractic Education (CCE) 2018
Accreditation Standards dictates that graduates of accred-
ited doctor of chiropractic programs are competent in
clinical reasoning and the following eight meta-competen-
cies: Assessment and Diagnosis, Management Plan, Health
Promotion and Disease Prevention, Communication and
Recording Keeping, Information and Technology Litera-
cy, Chiropractic Adjustment/Manipulation, and Inter-
Professional Education.1 Open-ended tasks, such as free-
text written assessments synthesizing a patient’s history
and exam are needed to elicit students’ clinical reasoning
and higher order thinking.2,3 However, assessing these
open-ended tasks can be a challenge for the instructor. In
secondary and higher education, a rubric typically is used
to assess this type of student performance.

Rubrics are tools used to help objectively measure
student performance on written assessments. Unlike

checklists that detail student requirements, a rubric is
‘‘essentially a scaled tool with levels of achievement and
clearly defined criteria related to each level and placed in a
grid.’’4 Grading time also is reduced, since an instructor’s
repetitive feedback can be incorporated in the rubric
criteria.5 While a plethora of studies exist on rubrics in
education, including clinical settings,2–6 only one confer-
ence presentation describes a rubric in a doctor of
chiropractic clinical training setting.7

The Clinical Education Department at our institution
has a 10-year history of applying a rubric to grade intern
performance on a case-based proficiency exam taken
midway through the clinical experience and a 2-year
history of using a rubric for our case-based radiology
program, called ‘‘radiology case of the week’’ (RCW),
wherein students practice and demonstrate their clinical
skills in writing a report based on new imaging films they
receive each week. The RCW grading rubric currently
assesses a student’s skillfulness along eight distinct
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dimensions of radiology report writing, with the student’s
performance on each dimension being assigned into one

of four discrete levels of proficiency (inadequate, novice,

competent and proficient). For example, one tested
dimension is the ability of students to provide appropri-

ate recommendations. A student performing at the
proficient level will include in their report the ‘‘Most

appropriate test, lab, additional imaging requested with
justification.’’ A student performing at the competency

level meets the requirement for proficiency, except they
do not include the justification and a student performing

at the inadequate level will not recommend necessary
diagnostic studies or referrals or they will request an

unnecessary referral.

In 2017, we developed and introduced a new ‘‘clinical
case of the week’’ (CCW) program for students to

practice and demonstrate their diagnostic and case

management skills (CCE meta-competencies 1 and 2).
In CCW, students are given information from an example

patient record in a 4-step staged presentation: First, the
patient demographics and pain drawing are presented;

second, presentation of patient subjective findings; third,
physical exam findings; and finally, radiology and

laboratory reports. After each step, students are expected
to answer questions in free-text format to demonstrate

their competency in clinical case-based assessment,
diagnosis and management planning. Our institution’s

RCW 4 proficiency level rubric was used as a template for
a new CCW rubric to grade these free-text student

responses. We report our experience with developing and
testing the CCW analytic rubric.

METHODS

Phase 1: Rubric Development
Three clinical educators with collectively 60 plus years

of clinical and teaching experience at the institution

worked with research department staff to develop and

test a grading rubric for CCW. Figure 1 outlines the

timeline of the four academic terms (phases 1–4) of this

project.

In phase 1, we used the already established rubrics from

the proficiency exam and the RCW as starter templates to

begin our development of the CCW rubric. During this

phase, we continued refining the CCW rubric to explicate

important dimensions within clinical reasoning skillsets

and to better align each question on the CCW assessment

form with the identified dimensions. The 17 final rubric

dimensions representing the expectations of the CCW

assessment are listed in Figure 2.

Phase 2: Rubric Pilot-Test and Baseline Interrater
Agreement

In phase 2 of the CCW program roll-out, each clinician

attempted to grade an assessment using the rubric.

Through the process of grading, changes to the rubric

and process were identified including de-identifying the

assessments to reduce bias, reordering the rubric dimen-

sions to more closely match the order of assessment

questions, and create detailed keys specific to each

assessment (Fig. 1). We then tested the pilot rubric for

interrater agreement using 16 assessments completed by

senior interns in the new CCW Program.

Figure 1 - Phases of rubric development and testing.
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The grading task was divided among four team
members (KK, RP, LS, KW). After initial grading was
complete, the 16 assessments were exchanged among the
graders and regraded independently. One assessment was
independently graded by three examiners, creating 18
rubric pairs that then were compared for exact and
adjacent agreement (agreement within 1 proficiency level).
Exact ‘‘pass/fail’’ agreement between graders also was
assessed using only two proficiency levels (competent and
proficient were combined into ‘‘pass’’ and inadequate and
novice combined into ‘‘fail’’). The data were entered into
Microsoft Excel (Microsoft Corp, Redmond, WA) for
calculations of average agreement and standard errors.

Phases 3–4: Rubric Refinement and Improved
Interrater Agreement

Following the pilot testing, additional revisions were
made to the rubric to increase clarity between proficiency
levels. The revised rubric (V1) was tested on 16 assess-
ments from a new cohort of interns. Six assessments were
independently graded by multiple team members creating
30 pairs for reliability testing. In the last phase, the rubric
was refined further by reassigning points so that students
performing at a competent level would meet a 75-point
passing threshold. In the previous versions, if a student
scored competent on each of the 17 dimensions, they

would only have earned 70 points. V2 was tested on 14
assessments, with 18 graded pairs.

RESULTS

Table 1 shows our team averages and standard errors
for the calculated percentages of exact, adjacent, and pass/
fail agreements between the six pairs of graders (KW and
KK, KW and RP, KW and LS, KK and RP, KK and LS,
LS and RP).

With each subsequent version of the rubric, we achieved
improvements in all calculated averages for interrater
agreement (Table 1), eventually attaining .90% average
adjacent agreement on a 4-level scale of proficiency
scoring.

DISCUSSION

A 2007 review of educational rubrics by Jonsson and
Svingby found that the percentage of exact agreement
varied among studies of interrater reliability with the
majority of estimates falling ,70%, which as cited by
Stemler in the review by Johnsson and Svingby ‘‘is needed
if exact agreement is to be considered reliable.’’3 Jonsson
and Svingby also noted that rater agreement depended on
the number of levels in the rubric.3 A study of a rubric

Figure 2 - Four-step staged presentation of clinical case of the week, with 17 (a–q) dimensions of clinical reasoning skills. DDX¼
differential diagnosis

Table 1 - Average Percentage of Exact, Adjacent, and Pass/Fail Agreement with Standard Errors for each Rubric Version

Rubric Version
Number of Graded
Assessments Pairs

Average Agreement (SE)

Exact Adjacent Pass/Fail

Pilot 18 46% (.038) 80% (.031) 63% (.041)
V1 30 49% (.025) 86% (.021) 70% (.026)
V2 18 60% (.024) 93% (.011) 81% (.021)
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assessing medicine core clerkship write-ups with 14 items
and a 4-point scale reported a median of 54% exact
agreement and 94% adjacent agreement.8 These results are
very similar to our own of 60% and 93% exact and
adjacent agreement, respectively. Similar to other studies,
our percentage of adjacent agreement was much higher
than our percentage of exact agreement and was .90%,
which Jonsson and Svingby stated is ‘‘a good level of
consistency.’’3

One limitation of our study is the possibility that chance
agreement overestimated our results. For instance, our
graders sometimes marked in between proficiency levels on
the rubric or marked more than 1 level if they were unsure.
McHugh notes ‘‘if there is likely to be much guessing
among the raters, it may make sense to use the kappa
statistic, but if raters are well trained and little guessing is
likely to exist, the researcher may safely rely on percent
agreement to determine interrater reliability.’’9 Our sample
sizes were too small to use inferential testing of interrater
reliability using the kappa statistic. McHugh notes that ‘‘
. . . as a general heuristic, sample sizes should not consist of
less than 30 comparisons. . ..’’9 While we had 30 compar-
isons for V1, these data were from only 16 student
assessments with multiple examiner pairs.

Another limitation of our study is decreased generaliz-
ability given that the study was done at a single institution,
and all faculty raters were well familiarized with the cases.
As found by others,3 we observed the importance of
standardizing the training of graders to ensure more
consistent application of the grading rubric. One explana-
tion for the higher agreement found with the final rubric
version was that we spent more time discussing the case
and developing an in-depth answer key before using it to
grade. Reliability may not be as high among graders who
are either unfamiliar with the case or who do not
participate in developing the answer key.

Finally, by providing only percent agreements for the
rubrics as a whole, we do not know how often graders
agreed or disagreed on each individual dimension. Some
dimensions are more subjective than others (for example,
case management plan compared to modifiers) and
agreement on relatively straightforward dimensions may
have artificially elevated the use of the rubric for grading
subjective responses.

CONCLUSION

For consistency with the radiology rubric, we used the
same four levels to categorize an intern’s clinical skill
proficiency in CCW. To ‘‘pass’’ any given weekly case a
student’s clinical skill must be considered ‘‘competent’’ or
‘‘proficient.’’ Students are required to attain three Compe-
tent/Proficient summative assessments for graduation and
a reliable rubric is needed to make high stake decisions.3

Our results are consistent with those of other rubric
interrater reliability studies and, given the multiple
dimensions and four scales of our CCW rubric, 81%
pass/fail agreement is considered reliable. Future studies
should focus on concurrent validity and compare student

performance on the CCW rubric with GPA and national
board of chiropractic examiner NBCE scores.
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